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Abstract—Federated learning systems increasingly rely on di-
verse network topologies to address scalability and organizational
constraints. While existing privacy research focuses on gradient-
based attacks, the privacy implications of network topology
knowledge remain critically understudied. We conduct the first
comprehensive analysis of topology-based privacy leakage across
realistic adversarial knowledge scenarios, demonstrating that
adversaries with varying degrees of structural knowledge can
infer sensitive data distribution patterns even under strong differ-
ential privacy guarantees. Through systematic evaluation of 4,720
attack instances, we analyze six distinct adversarial knowledge
scenarios: complete topology knowledge and five partial knowl-
edge configurations reflecting real-world deployment constraints.
We propose three complementary attack vectors: communication
pattern analysis, parameter magnitude profiling, and structural
position correlation, achieving success rates of 84.1%, 65.0%,
and 47.2% under complete knowledge conditions. Critically, we
find that 80% of realistic partial knowledge scenarios maintain
attack effectiveness above security thresholds, with certain partial
knowledge configurations achieving performance superior to
the baseline complete knowledge scenario. To address these
vulnerabilities, we propose and empirically validate structural
noise injection as a complementary defense mechanism across
808 configurations, demonstrating up to 51.4% additional attack
reduction when properly layered with existing privacy techniques.
These results establish that network topology represents a funda-
mental privacy vulnerability in federated learning systems while
providing practical pathways for mitigation through topology-
aware defense mechanisms.

Index Terms—Federated Learning, Network Topology, Privacy
Attacks, Differential Privacy, Data Distribution Inference, Com-
munication Patterns

I. INTRODUCTION

EDERATED learning (FL) has emerged as a paradigmatic
approach that enables collaborative machine learning be-
tween distributed datasets while preserving data privacy [1]],
[2]. This foundational premise has driven widespread adop-
tion across healthcare [3], finance [4], and edge computing
domains [5]. However, mounting evidence demonstrates sub-
stantial privacy leakage through gradient exchanges [6], [/7]],
model parameters [§]], and communication metadata [9].
While existing privacy research focuses exclusively on
protecting gradient and model content, we identify network
topology as a fundamental and previously unrecognized attack
surface. Real-world FL deployments increasingly leverage di-
verse topologies—hierarchical, decentralized, and hybrid con-
figurations—to address scalability bottlenecks [10], communi-
cation constraints [11]], and organizational requirements [/12].
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These operational necessities inadvertently expose structural
information enabling powerful inference attacks orthogonal to
existing threat models.

Current privacy mechanisms such as differential pri-
vacy [[13] and cryptographic approaches [14f, [[15] assume
adversaries lack knowledge of the network structure. This
assumption is fundamentally flawed in practice, as topology
information is readily observable through infrastructure access,
organizational relationships, regulatory compliance, or opera-
tional roles of potential adversaries.

We systematically combine and analyze three complemen-
tary attack vectors that exploit communication patterns, pa-
rameter magnitudes, and structural correlations to infer sensi-
tive data distribution patterns. These attacks operate through
information channels orthogonal to content-based protections,
exploiting observable metadata and behavioral signatures that
remain visible despite encryption or noise injection.

Through systematic evaluation of 4,720 attack instances
across six adversarial knowledge scenarios, we demonstrate
that topology-based attacks achieve upper bound success rates
of 84.1%, 65.0%, and 47.2% respectively under complete
topology knowledge. Critically, 80% of realistic partial knowl-
edge scenarios maintain effectiveness above security thresh-
olds, with attacks persisting under strong differential privacy
and remaining viable across enterprise scales. This paper
makes four fundamental contributions:

o Systematic Attack Surface Analysis: We identify net-
work topology as a critical privacy vulnerability and sys-
tematically analyze three complementary attack vectors
that exploit structural information channels orthogonal to
existing threat models.

o Realistic Threat Assessment: We evaluate privacy leak-
age across six practical adversarial knowledge scenarios,
demonstrating that limited structural information suffices
for effective attacks.

o Defense Inadequacy Analysis: We prove current pri-
vacy mechanisms provide insufficient protection, with
topology-based attacks maintaining effectiveness despite
state-of-the-art content protections.

o Practical Defense Validation: We propose and empir-
ically validate structural noise injection as a comple-
mentary defense mechanism, demonstrating up to 51.4%
additional attack reduction when properly layered with
existing privacy techniques.

The rest of the paper is structured as follows. Section
positions our work within the broader landscape of federated
learning privacy research and identifies critical gaps. Sec-
tion formalizes our threat model and attack framework.
Section [[V] details our experimental methodology. Section


https://orcid.org/0009-0003-4578-8671
https://orcid.org/0000-0001-5998-222X
https://orcid.org/0000-0001-9754-6496
https://arxiv.org/abs/2506.19260v1

TABLE I
PRIVACY RESEARCH LANDSCAPE: ATTACK VECTORS AND FUNDAMENTAL LIMITATIONS

Research Area Attack Vector Assumptions Defense Focus  Topology Fundamental Limitation

Gradient Data White-box ac- Content protec-  Star (implicit) Individual-level, requires gra-

Inversion [6]], [7] reconstruction cess tion dient access

Advanced Inver-  Architecture Malicious Secure Star only Single topology, server-side

sion [16] manipulation server aggregation assumption

Inference Statistical analysis ~ Model access Basic DP Star (implicit) Content-based, no structural

Attacks ol, exploitation

(17

Cryptographic Defense Semi-honest Content Limited scope  Structural information expo-

FL [14], [15] mechanism parties encryption sure

DP-FL [18], [19]  Privacy framework Independent Noise injection ~ Star assump-  Ignores topology correlations
participants tion

Topology Infer- Structure discov- Behavioral ob- None Multiple Discovers topology, not data

ence [20] ery servation (DFL) patterns

Our Contribu- Structural infer- Realistic Topology- Comprehensive Addresses fundamental

tion ence knowledge aware analysis gaps

presents comprehensive experimental results. Section an-
alyzes the implications of our findings. Section [VII| proposes
and validates a topology-aware defense mechanism and dis-
cusses future research directions. Section concludes the

paper.

II. RELATED WORK

Current federated learning privacy research treats network
topology as an operational design choice rather than a privacy-
critical component. This fundamental oversight creates sys-
tematic vulnerabilities that our research exposes and analyzes
comprehensively.

A. Content-Based Privacy Attacks

Existing attacks target gradient information and model pa-
rameters through content-based inference techniques. Gradient
inversion approaches [6], 7], [21] reconstruct training data by
optimizing dummy inputs to match observed gradients, with
recent advances such as LOKI [16] achieving 86% reconstruc-
tion rates across 100 clients. Membership inference [[17]] and
property inference [8]] attacks extract participation indicators
and data set characteristics, while preference profiling [9]
reveals user preferences with accuracy of 90-98%.

Individual components of topology-based vulnerabilities
have been explored in isolation. Communication metadata
analysis [22], [23[] examines timing and pattern vulnerabilities,
while parameter analysis techniques exist for model extraction
and membership inference. However, no prior work system-
atically combines these approaches to exploit network topol-
ogy structure, nor evaluates their effectiveness across diverse
topological configurations and realistic adversarial knowledge
constraints.

B. Privacy Protection Mechanisms

Differential privacy provides the theoretical foundation for
FL privacy protection [18]], with extensions examining client

subsampling amplification [19] and data heterogeneity ef-
fects [24]]. Cryptographic approaches, including homomorphic
encryption [15] and secure aggregation [14] protect content
during computation and transmission.

Both approaches exhibit a fundamental limitation: they
protect message content while leaving structural information
completely exposed. Privacy accounting treats participants
as independent entities, failing to model topology-induced
correlations. This creates critical vulnerability gaps where
communication patterns, behavioral signatures, and positional
relationships remain observable regardless of content protec-
tion mechanisms.

C. Topology-Aware Federated Learning

Network topology research focuses primarily on efficiency
optimization rather than privacy implications. Work analyzing
convergence properties [10], hierarchical benefits [[11]], and de-
centralized approaches [25] treats topology as performance en-
gineering rather than potential attack surface. Comprehensive
surveys [26] categorize topology-aware systems by commu-
nication patterns and scalability properties without systematic
privacy analysis.

Some work has examined privacy in decentralized settings.
Bellet et al. [27] analyzed privacy in peer-to-peer learning,
while others have explored privacy-preserving protocols for
specific decentralized architectures [28]. However, these stud-
ies focus on adapting existing content-based privacy mecha-
nisms to decentralized settings rather than analyzing topology-
specific vulnerability patterns.

Most relevant to our work, Feng et al. [20] recently demon-
strated topology inference attacks in decentralized federated
learning, showing that adversaries can reconstruct network
topology from model behavior alone with over 85% F1-score
across multiple datasets and network configurations. Their
work demonstrates that topology structure can be inferred
from federated learning systems, while our research assumes



topology knowledge and exploits it to infer sensitive data
distribution patterns. These complementary approaches reveal
both the feasibility of topology discovery and the privacy risks
it enables.

D. Research Gaps and Positioning

Existing privacy frameworks exhibit three fundamental lim-
itations that enable topology-based vulnerabilities. First, most
work implicitly assumes star topologies, missing how struc-
tural diversity creates distinct attack surfaces across other
hierarchical, and decentralized configurations. Second, current
attacks target protected content through strong adversarial
assumptions, missing structural vulnerabilities that exploit
observable metadata under much weaker assumptions. Third,
privacy accounting frameworks ignore systematic correlations
that topology creates between participants, enabling exploita-
tion of organizational relationships and coordination metadata.

Table [I| summarizes these critical gaps across the privacy
research landscape. Our work addresses this oversight by
demonstrating topology as a fundamental attack surface or-
thogonal to existing threat models, necessitating topology-
aware privacy mechanisms that extend beyond traditional
content protection approaches.

III. THREAT MODEL AND ATTACK FRAMEWORK

This section establishes our formal threat model and
presents three complementary topology-based attacks that
exploit network structure to infer sensitive data distribution
patterns in federated learning systems.

A. System Model and Architecture

Consider a federated learning system comprising n partic-
ipants connected via network topology G = (P, E), where
‘P represents participant nodes and E denotes communication
links. Each participant P; holds a local dataset D; with samples
drawn from classes C = {c1,¢2,...,cx}. The topology G
determines communication patterns for parameter aggregation,
supporting both centralized and decentralized configurations.

We establish clear trust boundaries where participants trust
the learning protocol but may attempt passive inference at-
tacks, network infrastructure is observable but not modifiable
by adversaries, and aggregation follows standard protocols.

B. Adversarial Model and Knowledge Scenarios

We formalize the adversary as a tuple A = (K,Z,0,R)
where IC represents adversarial knowledge, Z denotes infer-
ence goals, O specifies observation capabilities, and R defines
behavioral restrictions.

Our threat model encompasses six distinct knowledge sce-
narios reflecting realistic adversarial capabilities, as illustrated
in Figurem Complete topology knowledge (Kcomplere) assumes
the adversary possesses complete network structure G, partici-
pant identities, and organizational constraints. This represents
theoretical worst-case bounds and scenarios where network
infrastructure providers have full architectural visibility.

Statistical topology knowledge (Kguistical) assumes the ad-
versary knows general structural properties (e.g., hierarchical
vs. decentralized, average connectivity, clustering coefficients)
but lacks exact connection details. This reflects external
adversaries with domain expertise about federated learning
architectures or traffic analysis capabilities.

Local neighborhood knowledge (Kjca) assumes the adver-
sary observes network structure within &£ hops of their posi-
tion, representing compromised nodes or insider threats with
limited visibility. We analyze both 1-hop scenarios covering
immediate neighbors and 2-hop scenarios covering extended
neighborhoods.

Organizational structure knowledge (Korganizational) assumes
the adversary possesses institutional relationship information,
mapping nodes to organizational groups or departments. We
evaluate both coarse-grained groupings (3 organizational clus-
ters) and fine-grained groupings (5 organizational clusters).
These scenarios reflect realistic deployment constraints where
academic partnerships, healthcare consortiums, and finan-
cial collaborations inherently expose structural information
through operational requirements and public disclosures.

C. Inference Goals and Success Metrics

Across all knowledge scenarios, the adversary seeks to
infer group-level data distribution patterns {d;}? ; where ¢;
represents the class distribution at participant F;, identify
nodes containing sensitive classes, and discover correlations
between network position and data characteristics.

We define attack success using advantage over random
guessing:

A = [prAG, 0 = el - |0

1

|
where ) denotes the space of possible distributions. We
employ a conservative 30% threshold for attack success across
all evaluation metrics to ensure that identified vulnerabilities
reflect systematic exploitation of structural relationships rather
than statistical artifacts.

D. Observation Capabilities and Behavioral Restrictions

The adversary can monitor communication metadata in-
cluding frequency and timing, and observe parameter updates
during the parameter transfer phase—after participants com-
plete local training but before aggregation occurs. Critically,
the adversary cannot access raw data D; or individual gra-
dients during local training phases. This observation capabil-
ity reflects realistic deployment scenarios where adversaries
have privileged network infrastructure access or operate as
compromised intermediate nodes with visibility into parameter
transmissions.

Our threat model accounts for contemporary DP imple-
mentations where noise is added to gradients during local
training (DP-SGD), but transmitted parameter updates may
still reveal statistical signatures exploitable through temporal
analysis across multiple rounds rather than individual noisy
updates.



Curious Netwark
Administrator

Curious Traffic
Analysis Researcher

Topology K p Topology K

Organizational Structure Knowledge

Malicious Corporate

Semi-honest Participant Insider or Auditor

Local Neighborhood Knowledge

&

Fig. 1. Adversarial knowledge scenarios in distributed learning networks, ranging from complete topology knowledge to realistic partial knowledge constraints
including neighborhood visibility, statistical properties, and organizational structure awareness.

Under comprehensive cryptographic protection, parameter
magnitudes would be obscured, rendering certain attacks in-
effective. However, communication pattern analysis maintains
effectiveness by examining observable metadata that cannot
be encrypted without altering coordination protocols. Many
production deployments rely primarily on differential privacy
due to computational overhead constraints, making parameter
observation realistic.

The observation model reflects adversaries positioned as
network infrastructure providers, compromised intermediate
nodes, or malicious participants who can observe parameter
exchanges while maintaining semi-honest behavioral restric-
tions prohibiting message modification or collusion.

E. Attack Surface Analysis

Our analysis identifies three distinct information leakage
channels that topology-aware adversaries can exploit.

Communication pattern leakage: Network topologies cre-
ate observable communication signatures. In decentralized
settings, nodes with similar data converge faster, requiring
fewer consensus iterations that manifest as reduced com-
munication frequency in later training rounds. Hierarchical
topologies exhibit predictable routing patterns correlated with
organizational data placement.

Parameter magnitude leakage: Data distribution hetero-
geneity systematically affects parameter update magnitudes.
Nodes training on rare classes exhibit larger gradient norms
due to unbalanced loss landscapes, while homogeneous local
data leads to smoother optimization trajectories with smaller,
more stable parameter updates. Statistical moments of pa-
rameter sequences encode distributional signatures that persist
under differential privacy noise addition.

Structural correlation leakage: Real-world deployments
often correlate topology position with data characteristics.
Geographic proximity in network topology may reflect similar
demographic distributions, organizational hierarchies embed-
ded in network structure determine departmental data ac-
cess patterns, and high-degree nodes in hierarchical settings
aggregate multiple data sources, creating distinct parameter
signatures.

Algorithm 1 Communication Pattern Attack
1: Input: Communications log £, participants P, groups k
Output: Clustering Ky odes, SUCCESS Scomm

Initialize matrix M < Ojp|x|p|

for each communication (P, P,,t) € L do
Mlu,v] < Mu,v] +1

end for

A o

9: Features: Foomm ¢ [M, MT] € RIPI*2IPI
10: Cluster: Kpodes +— KMeans(Fiomm, k)

11: Coherence: Scomm < max; %

12: return Kpodes; Scomm

F. Attack Implementation Framework

We present three complementary attacks that operationalize
these leakage channels through concrete algorithmic imple-
mentations exploiting detectable behavioral patterns.

1) Communication Pattern Attack: This attack exploits
communication pattern leakage by analyzing communication
frequency patterns to cluster nodes based on data similarity.
Nodes with similar data distributions require fewer communi-
cation rounds to reach consensus in decentralized settings.

The attack constructs a communication frequency matrix
M € R™™™ where M i, j] counts interactions between partici-
pants P; and P;. Using communication logs £ = {(P,, P,,t)}
representing messages from participant P, to P, at time ¢, we
extract symmetrized features Fomm = [M,M7T] and apply
clustering to identify communication-based groupings.

We measure attack effectiveness using cluster coherence
ratio, where higher values indicate stronger grouping struc-
ture. A threshold of Scomm > 0.3 indicates successful group
identification.

2) Parameter Magnitude Attack: This attack exploits pa-
rameter magnitude leakage by observing parameter updates
during the communication phase—after local training but
before aggregation—when participants transmit their model
updates. The attack analyzes patterns across multiple training
rounds rather than individual updates, making it robust to



Algorithm 2 Parameter Magnitude Attack

1: Input: Updates U = {92@}, participants P
2: Output: Clustering Kparams, SCOr€ Sparam

3:

4: for each participant P; € P do

5. Norms: N « {||9§t>\|2}$:1

6 Mean: p; ;23 18711

7. Variance: 07 ¢ == >, 1(\|9(t)|\2 — p;)?
8:  Trend: 3; < LinearReg({1,...,T},N;)
o Stability: < + std({][6[12}7_r_)

10: end for

11:

12: Features: Fpyam < [, 0, B, 6]

13: Normalize: Fparam ¢ StandardScaler(Fparam )
14: Cluster: Kparams — KMeans(Fparam, 2)

15: Score: Sparam < Silhouette( Fparam, Kparams)
16: return Kparams, Sparam

Algorithm 3 Topology Structure Attack

: Input: Topology G = (P, E), updates U
Output: Correlations p, success Sipo

Initialize: deg, pos, cent, norm, var < ()

for each participant P; € P do
Degree: degli] < [{P; : (P}, Pj) € E}|
Position: pos|[i] + i
Central: cent[i] < 1[deg[i] > median(deg)]
Avg norm: normli] < 5, [|6{"]],
Variance: var[i] < Var({|\0§t)||2})

end for

R A ol e

—_—
—_ o

13: p1 + Corr(pos, norm)

14: pg + Corr(deg, norm)

15: p3 < Corr(cent, var)

161 Stopo < max(|p1],|p2], [p3])

17: p < [p1, p2, p3]
18: return p, Siypo

differential privacy noise injection.

For each participant P; whose updates are observable, we
extract parameter norm sequences {||9£t)\|2}tT:1 and compute
statistical features: mean magnitude pu;, temporal standard
deviation o, linear trend f3;, and convergence stability ¢; =
std ({102} s).

We employ the silhouette score Sparam € [—1,1] to measure
cluster quality, where values above 0.3 indicate meaningful
separation corresponding to distributional differences.

3) Topology Structure Attack: This attack exploits struc-
tural correlation leakage by computing correlations between
network positions and data characteristics due to organiza-
tional or geographical constraints.

We extract topology features including node degree d; =
[neighbors(P;)|, position identifier pos,, and centrality indi-
cator 1[d; > median({d; : P; € P})]. Parameter features
include average norm and variability.

We define attack success as Syopo > 0.3, indicating moderate
to strong correlation between topology structure and parameter
characteristics.

G. Experimental Data Partitioning Strategies

To evaluate topology-based vulnerabilities under realistic
conditions, we design three data partitioning strategies that
reflect how organizational constraints and deployment realities
create systematic correlations between network topology and
data distribution patterns in practice.

1) Sensitive Groups (SG) Partitioning: This partitioning
strategy models organizational constraints that concentrate
sensitive populations at specific topology positions. Real-
world federated deployments often reflect organizational struc-
ture, where departments, geographic regions, or demographic
groups occupy predictable network positions.

We partition classes into sensitive Cs C C and non-
sensitive C,, = C \ C, subsets. Participants at certain positions
are assigned concentrated distributions on sensitive classes,
measured using total variation distance:

TV((P;), Uniform(w((F;)))) > 0.3 )

where 7 : S — {Cs,C,,} maps positions to class subsets and
¢ : P — S denotes the topology position function.

2) Topology Correlated (TC) Partitioning: This partition-
ing strategy creates systematic correlations between network
position and class assignment patterns, reflecting how geo-
graphic deployments, temporal assignments, or organizational
hierarchies influence data distribution.

For ordered topologies, we assign data such that position
correlates with dominant class:

E[encode(dominant_class(F;))] = (¢(P;) mod |C]) +€; (3)

where ¢; ~ N(0,0.25) represents positioning noise and
encode : C — {0,1,...,|C| — 1} maps classes to integers.

For hierarchical topologies, we model specialization through
entropy:

H(3(P)) = < 0.5log(|C]) if deg(P;) =1
YT > 0.8log(le)) if deg(P) =n—1

where leaf nodes exhibit low entropy (concentrated distribu-
tions) and central nodes exhibit high entropy (diverse distri-
butions).

3) Imbalanced Sensitive (IS) Partitioning: This partitioning
strategy models severe class imbalances concentrated at spe-
cific topology positions, reflecting scenarios where specialized
nodes handle rare but sensitive classes.

We designate a subset P, C P as rare class holders with
|P,| = [0.3n]. Let Y; denote the indicator random variable for
whether participant P; contains the rare class as its dominant
class:

4)

Pr[Y; = 1|P; € P,] = 0.9 (5)
PrlY; = 1| ¢ P,] = 0.1 ©)
Pr[P; € P,] = 0.3 (7)

This creates detectable imbalance signals with Kullback-
Leibler divergence KL(S(P,)||6(Py-)) > 1.2 nats between
rare holders and normal participants.
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Fig. 2. Three experimental data partitioning strategies creating realistic topology-data correlations for evaluating privacy vulnerabilities.

H. Privacy Mechanism Integration

Our threat model explicitly accounts for state-of-the-art
privacy protections. We evaluate attack robustness under dif-
ferential privacy with per-participant per-round privacy param-
eters ¢ € {1.0,4.0,8.0} representing strong, medium, and
weak privacy protection respectively, with failure probability
§ = 10~°. The DP mechanism adds calibrated Gaussian noise
N(0,0?) with:

> v/2log(1.25/6) - S ®)

13

where S represents the global sensitivity of parameter updates.

We analyze privacy amplification through client subsam-
pling with participation rates ¢ € {0.2,0.3,0.5} and local
data subsampling rates € {0.5,0.6,0.8}. Our model assumes
static topology knowledge but does not address dynamic net-
work reconfiguration. We acknowledge that comprehensive ho-
momorphic encryption would prevent parameter-based attacks,
though such deployments remain rare due to computational
constraints. Active attacks involving message modification or
collusion are outside our scope.

IV. EXPERIMENTAL METHODOLOGY AND DESIGN

This section presents our experimental methodology for
comprehensive assessment of topology-based privacy leakage
in distributed learning systems. We describe our distributed
learning framework, experimental infrastructure, attack evalu-
ation protocols, scalability analysis, and reproducibility mea-
sures.

A. Distributed Learning Framework and Infrastructure

We developed Murmura [29], a comprehensive framework
enabling topology-aware privacy evaluation across both cen-
tralized and decentralized FL. The framework implements
centralized FL using FedAvg [1] on star and complete topolo-
gies, while supporting decentralized learning through gossip
averaging [10]] on ring, line, and complete topologies.

Our experiments utilize a Ray-based [30] distributed com-
puting cluster deployed on AWS with 10 G5.2xlarge instances,
each providing 8 vCPU cores, 32 GiB system memory, one
NVIDIA A10G GPU with 24 GiB video memory, and up to
25 Gbps network performance. The Murmura cluster manager
dynamically allocates virtual FL clients across nodes while
maintaining experimental control and reproducibility.

B. Datasets and Differential Privacy Configuration

We evaluate our attacks on the MNIST (Modified National
Institute of Standards and Technology) dataset [31] comprising
60,000 training samples across 10 digit classes, and the
HAMI10000 Skin Lesion Dataset [32]] containing approxi-
mately 10,000 dermatoscopic images across 7 skin lesion
types. Both datasets are processed using convolutional neural
networks with GroupNorm and LayerNorm for differential
privacy compatibility.

Our differential privacy implementation follows current best
practices with per-round, per-participant privacy accounting
using Rényi Differential Privacy (RDP) [33|] and seamless
integration to Opacus [34] for DP-SGD. We employ the
standard RDP-to-DP conversion mechanism with composition
rules to track cumulative privacy expenditure across training
rounds. The failure probability 6 = 107> is chosen to provide
strong privacy guarantees while maintaining computational
tractability, following established practices in federated learn-
ing privacy research. Gradient clipping uses an L2 norm
threshold C' = 1.0 with automated Gaussian noise calibration.
Privacy accounting utilizes RDP with the conversion:

{RDPa +log(1/6) }

a—1

)=y

(€))

C. Experimental Design and Evaluation Protocol

Our evaluation employs a comprehensive four-phase ap-
proach that captures idealized deployment scenarios, realis-
tic adversarial knowledge constraints, operational deployment
conditions, and enterprise-scale implications.



Phase 1 establishes baseline attack effectiveness through
exhaustive evaluation across 520 unique configurations, sys-
tematically varying datasets, data partitioning strategies, FL
paradigms, network topologies, network sizes (5-30 nodes)
and differential privacy protection levels. This phase provides
theoretical upper bounds on privacy leakage under complete
topology knowledge without sampling effects.

Phase 2 evaluates attack robustness under realistic adversar-
ial constraints through analysis of 2,100 attack instances across
five partial knowledge scenarios defined in Section
Using 420 configurations from Phase 1 with meaningful
network sizes (>5 nodes), we systematically evaluate each
partial knowledge configuration against the complete topology
baseline established in Phase 1. This phase establishes attack
effectiveness under practical adversarial capabilities and iden-
tifies minimum knowledge requirements for successful data
distribution inference.

Phase 3 evaluates realistic deployment scenarios incorpo-
rating client and data subsampling across 288 targeted con-
figurations. We examine moderate subsampling (50% clients,
80% data), strong subsampling (30% clients, 60% data), and
very strong subsampling (20% clients, 50% data). This phase
quantifies privacy amplification effects and validates findings
under practical deployment constraints.

Phase 4 addresses enterprise-scale implications through
synthetic simulation methodology that enables evaluation of
networks with 50-500 nodes while maintaining computational
tractability. This phase provides critical insights into scalability
patterns and extrapolates findings to production deployment
scenarios involving hundreds of participants at varying levels
of adversarial knowledge.

D. Large-Scale Scalability Analysis

To address computational limitations of enterprise-scale
federated learning, we developed a synthetic simulation frame-
work enabling rigorous analysis of topology-based privacy
attacks up to 500 node networks. This approach overcomes
prohibitive costs while maintaining scientific validity through
calibration against empirical data from smaller-scale experi-
ments.

The simulation framework models network topology prop-
erties across star, ring, complete, and line configurations with
realistic communication patterns. Parameter update synthesis
generates statistically consistent gradient norm sequences cali-
brated against observed distributions from our empirical exper-
iments, incorporating magnitude scaling and temporal decay
patterns. Privacy mechanisms use identical Gaussian noise
implementations with calibration following (@) and scaling
factors derived from observed perturbation levels.

The synthetic generator undergoes statistical validation in-
cluding parameter distribution alignment via Kolmogorov-
Smirnov tests [35] and attack success correlation with empir-
ical results. The analysis evaluates six network sizes between
50-500 nodes across four topologies, three attacks, and three
differential privacy settings. Statistical rigor is maintained
through multiple runs with 95% confidence intervals and
Cohen’s d effect size analysis.

E. Attack Evaluation Metrics and Statistical Validation

We employ conservative evaluation metrics with a 30%
threshold for attack success to minimize false positives. This
threshold aligns with our advantage-over-random-guessing for-
mulation in (I) and ensures that identified vulnerabilities
reflect systematic exploitation of structural relationships rather
than statistical artifacts. The threshold provides meaningful
signal for adversaries seeking to infer data distribution patterns
from network topology while filtering noise-level correlations
that lack practical significance for federated learning deploy-
ments.

Primary metrics include cluster coherence ratio for commu-
nication pattern attacks, multi-metric separability score com-
bining silhouette score and normalized range for parameter
magnitude attacks, and maximum absolute correlation coeffi-
cient for topology structure attacks. Statistical validation in-
corporates multiple random seeds for data partitioning, cross-
validation across different network sizes, and comparison
against random baseline attacks.

F. Reproducibility and Validation

We ensure reproducible results through deterministic experi-
mental design with fixed random seeds for all data partitioning,
identical model architectures, and consistent hyperparameters.
Environmental control includes standardized AWS configura-
tions and automated experiment orchestration via Ray. Com-
plete source code with documentation, experimental configu-
ration files, and comprehensive logging are provided [29] to
enable verification and extension of our results.

V. EXPERIMENTAL RESULTS

This section presents comprehensive experimental results
evaluating topology-based privacy attacks across 2,620 attack
instances comprising 520 complete knowledge configurations
and 2,100 attack instances across 420 partial knowledge
configurations spanning realistic adversarial constraints. The
results reveal systematic vulnerabilities that persist across
practical deployment conditions.

A. Baseline Attack Effectiveness Under Complete Knowledge

Table || presents aggregate results across all three attack
vectors under complete topology knowledge. These results
provide the theoretical upper bounds of topology-based privacy
leakage and serve as the foundation for comparing attack
robustness under realistic knowledge constraints. Communi-
cation pattern attacks demonstrate the highest effectiveness at
84.1%, exploiting observable message exchange frequencies to
cluster nodes based on data similarity. Parameter magnitude
attacks achieve moderate effectiveness at 65.0%, profiling
statistical properties of update magnitudes to infer participant
characteristics. Topology structure attacks show the highest
variability with 47.2% success rates, succeeding when orga-
nizational constraints create systematic correlations between
network position and data distribution.
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TABLE II
BASELINE ATTACK EFFECTIVENESS UNDER COMPLETE TOPOLOGY
KNOWLEDGE
Attack Vector Success 95% CI n
Communication Pattern 84.1% [83.4, 84.8] 520
Parameter Magnitude 65.0% [64.6, 65.3] 520
Topology Structure 47.2% [45.2, 49.1] 520

Cross-dataset analysis reveals comprehensive vulnerability
patterns that transcend data modality and complexity. Fig-
ure [3] demonstrates equivalent attack effectiveness between
MNIST digit classification and HAM10000 medical imaging
across all three attack vectors. Each violin plot combines
baseline data with subsampling results, showing the complete
distribution of attack success rates from optimal conditions
through strong subsampling constraints. The distributions il-
lustrate both domain-agnostic vulnerability and the range of
effectiveness under realistic deployment constraints.

B. Privacy Protection Mechanism Evaluation

Our evaluation incorporates state-of-the-art differential pri-
vacy protection with per-round privacy parameters € €
{1.0,4.0, 8.0} representing strong, medium, and weak privacy
protection respectively. Figure [] illustrates how attack effec-
tiveness degrades under varying privacy protection levels.

Differential privacy provides measurable but limited protec-
tion against topology-based attacks. Even under strong privacy
guarantees, communication pattern attacks maintain 74.2% ef-
fectiveness, while parameter magnitude attacks achieve 52.8%
success rates. The graph demonstrates a gradual decline in

attack effectiveness as privacy protection increases (i.e., as €
decreases), with the steepest reduction observed for parameter
magnitude attacks. However, the maximum reduction across
all attack vectors reaches only 18.8%, indicating that current
privacy accounting frameworks provide insufficient protection
against structural inference attacks.

C. Attack Robustness Under Realistic Adversarial Knowledge

We systematically evaluate attack effectiveness across five
realistic partial knowledge scenarios representing practical
adversarial capabilities. These scenarios encompass local ad-
versaries with neighborhood visibility, external adversaries
with statistical topology knowledge, and insider threats with
organizational structure awareness. Table [III| presents compre-
hensive results across 2,100 attack evaluations.

The evaluation reveals remarkable attack robustness across
realistic adversarial constraints. Four of five knowledge sce-
narios (80%) maintain full attack effectiveness, with all three
attack vectors remaining above the 30% success threshold.
Most significantly, certain partial knowledge scenarios achieve
superior performance to complete knowledge baselines.

Local adversaries with neighborhood visibility demonstrate
consistent attack effectiveness across all vectors. One-hop
knowledge scenarios achieve 68.8%, 47.2%, and 47.8% suc-
cess rates for communication pattern, parameter magnitude,
and topology structure attacks respectively. Expanding to two-
hop knowledge improves performance to 76.5%, 62.3%, and
47.9%, approaching complete knowledge effectiveness for
communication and parameter attacks.

External adversaries with statistical topology knowledge
demonstrate mixed results. Communication pattern and pa-
rameter magnitude attacks maintain effectiveness at 86.0%
and 65.4% respectively. Topology structure attacks experience
significant degradation to 27.6% (41.5% reduction), falling
below the effectiveness threshold.

Organizational knowledge scenarios produce the most dra-
matic results. Coarse organizational grouping (3-groups) en-
ables topology structure attacks to achieve 74.1% effective-
ness, representing a remarkable 57.0% improvement over
the complete knowledge baseline. Fine-grained organizational
structure (5-groups) maintains this advantage with 53.6%
effectiveness, representing a 13.7% improvement. Conversely,
communication pattern and parameter magnitude attacks expe-
rience substantial degradation under organizational constraints,
with reductions ranging from 5.4% to 62.3%.

D. Deployment Scenarios with Subsampling Effects

We evaluate attack robustness under realistic deployment
constraints incorporating client and data subsampling com-
bined with differential privacy protection across 288 configu-
rations. Figure [5] presents results across moderate (50% clients,
80% data), strong (30% clients, 60% data), and very strong
(20% clients, 50% data) subsampling scenarios, each evaluated
under varying differential privacy levels.

Subsampling combined with differential privacy provides
meaningful but insufficient privacy amplification against
topology-based attacks. Even under very strong subsampling



TABLE III
ATTACK EFFECTIVENESS UNDER REALISTIC PARTIAL TOPOLOGY KNOWLEDGE SCENARIOS

Knowledge Scenario

Comm Pattern Param Magnitude

Topo Structure Effective Attacks Status

Complete Knowledge 84.1% 65.0% 47.2% 3/3 (100%) Fully Effective
Neighborhood 1-hop 68.8% 47.2% 47.8% 3/3 (100%) Fully Effective
Neighborhood 2-hop 76.5% 62.3% 47.9% 3/3 (100%) Fully Effective
Statistical Knowledge 86.0% 65.4% 27.6% 2/3 (67%) Partially Effective
Organizational 3-groups 31.7% 42.5% 74.1% 3/3 (100%) Fully Effective
Organizational 5-groups 53.3% 61.4% 53.6% 3/3 (100%) Fully Effective

Overall Robustness

4/5 (80%) High Robustness

100%

80%

60% %1%, -18.8%

40%

Attack Success Rate

20% ~
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(50% clients, 80% data) (30% clients, 60% data)

Subsampling Scenario

Very Strong
(20% clients, 50% data)

Fig. 5. Attack effectiveness under combined client and data subsampling with
differential privacy constraints.

constraints, communication pattern attacks maintain 62.3% ef-
fectiveness while parameter magnitude attacks achieve 52.8%
success rates. The degradation pattern exhibits non-monotonic
characteristics, suggesting that aggressive subsampling para-
doxically concentrates attacks on the most informative partic-
ipants, partially offsetting the privacy benefits of differential
privacy noise injection.

E. Enterprise-Scale Analysis

Our synthetic simulation framework enables evaluation of
networks spanning 50-500 nodes while maintaining compu-
tational tractability. Figure [6a] presents attack effectiveness
trends across enterprise scales, comparing empirical experi-
ment data (5-30 nodes) with synthetic simulations (50-500
nodes) for each network topology. Figure [6b] demonstrates
consistent attack patterns under differential privacy protection
across varying network sizes.

The analysis reveals consistent attack effectiveness across
all evaluated network sizes. Communication pattern attacks
maintain 68.7% average effectiveness, parameter magnitude
attacks achieve 55.9% success rates, and topology structure
attacks demonstrate 48.3% effectiveness across the 50-500
node range. Signal strength metrics remain robust (0.68-
0.99) across all tested scales, confirming that fundamental
information channels persist regardless of deployment size.

The consistency between real-world experiments and large-
scale simulations validates our synthetic modeling approach.
While attack effectiveness shows modest degradation with
increasing network size, success rates remain substantially
above security thresholds across all enterprise scales, demon-
strating that organizational scale provides insufficient privacy
protection through dilution effects.

TABLE IV
EFFECT SIZE ANALYSIS FOR KEY EXPERIMENTAL COMPARISONS

Comparison Cohen’s d = Magnitude
Complete vs. 1-hop 0.84 Large
Complete vs. 2-hop 0.43 Medium
Complete vs. Statistical 0.12 Small
Complete vs. Org (3-groups) 1.23 Large
Complete vs. Org (5-groups) 0.67 Medium
No DP vs. Strong DP 0.58 Medium
Small vs. Large Networks 0.09 Negligible

F. Statistical Significance and Effect Size Analysis

All reported results include comprehensive statistical vali-
dation with 95% confidence intervals and effect size analysis
using Cohen’s d for practical significance assessment. Table[[V]
presents effect size magnitudes for key experimental compar-
isons.

Large effect sizes for organizational knowledge scenarios
confirm the practical significance of institutional information
advantages, while negligible network size effects validate scale
independence findings. Medium effect sizes for differential
privacy protection indicate meaningful but insufficient defense
capabilities. The statistical analysis confirms that observed
differences represent practically significant phenomena rather
than statistical artifacts.

VI. ANALYSIS AND DISCUSSION

The experimental results reveal fundamental privacy vulner-
abilities in federated learning systems that persist despite state-
of-the-art defenses across realistic adversarial knowledge con-
straints. This analysis examines the underlying mechanisms
enabling topology-based privacy leakage, evaluates structural
limitations of current protection frameworks, and discusses
implications for secure federated learning deployment.

A. Information-Theoretic Foundations of Topology-Based
Leakage

Topology-based vulnerabilities represent a fundamental de-
parture from traditional federated learning threat models,
exploiting information channels that exist at the architec-
tural level rather than the content level. These vulnerabilities
arise from the inherent tension between collaborative learning
requirements and privacy preservation, where coordination
necessities create observable behavioral signatures that persist
regardless of content protection mechanisms.
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Fig. 6. Attack effectiveness scaling across enterprise-scale networks. Solid lines represent experimental data (5-30 nodes), dashed lines show synthetic

simulations (50-500).

Unlike content-based attacks targeting specific gradient or
parameter values, topology-based inference exploits emergent
patterns arising from the intersection of network structure,
organizational constraints, and learning dynamics. These pat-
terns encode distributional information through second-order
effects: correlations between network position and conver-
gence behavior, relationships between organizational structure
and communication patterns, and systematic differences in
optimization trajectories across participants.

The fundamental challenge stems from the non-
decomposable nature of topological information. While
differential privacy can bound individual contributions
additively, network effects create multiplicative information
leakage where the whole becomes greater than the sum
of its parts. A participant’s position in the network graph
encodes exponentially more information than their individual
data contribution, as it reveals relationships with all other
participants simultaneously. This creates an information
amplification effect where modest local data characteristics
become magnified through network structure, enabling
inference attacks that would be impossible in isolation.

Furthermore, topology-based attacks exploit temporal per-
sistence that content-based protections cannot address. While
gradient perturbation mechanisms can mask individual up-
dates, the underlying network structure remains static across
training rounds, enabling adversaries to accumulate evidence
over time. This temporal dimension transforms ephemeral
communication patterns into persistent fingerprints that
strengthen with each training iteration.

B. Structural Limitations of Current Privacy Protection

Current privacy frameworks exhibit fundamental conceptual
limitations against topology-based attacks at three distinct lev-
els: granularity mismatches, independence assumptions, and
protection scope boundaries.

The mathematical foundations of current privacy mecha-
nisms assume participant exchangeability—that any partici-
pant could be substituted for another without affecting privacy
guarantees. However, network topology fundamentally violates
this assumption by creating asymmetric roles and positional
advantages. Central nodes in hierarchical configurations ag-
gregate information from multiple sources, creating inherent

privacy asymmetries that current frameworks cannot model or
protect against.

Moreover, existing privacy composition rules fail to account
for structural correlations. When calculating cumulative pri-
vacy loss, current mechanisms assume independent contribu-
tions across participants. However, topology creates systematic
dependencies where one participant’s privacy loss can cas-
cade to their network neighbors through positional inference.
This correlation amplification means that the actual privacy
loss exceeds theoretical bounds derived from independence
assumptions.

The temporal dimension adds another layer of complexity.
Privacy accounting typically models one-shot interactions, but
federated learning involves repeated interactions over extended
periods. Network topology creates persistent attack surfaces
that accumulate information across training rounds, enabling
adversaries to build increasingly accurate models of participant
characteristics through longitudinal analysis. Current privacy
frameworks lack mechanisms to bound this temporal accumu-
lation of structural information.

These limitations compound in realistic deployments where
organizational constraints dictate network structure. Health-
care federations, academic collaborations, and financial part-
nerships inherently expose institutional relationships through
regulatory requirements, operational agreements, and public
disclosures that current privacy frameworks cannot address,
creating fundamental architectural vulnerabilities that persist
regardless of content protection strength.

C. Adversarial Knowledge Landscape and Realistic Threat
Assessment

Our comprehensive evaluation reveals a complex adversarial
landscape challenging traditional assumptions about required
knowledge for successful privacy attacks. The heterogeneity
in adversarial capabilities demonstrates that topology-based
vulnerabilities remain exploitable across a broad spectrum of
realistic knowledge constraints.

Local adversaries with neighborhood visibility achieve con-
sistent attack effectiveness despite limited structural knowl-
edge, indicating that topology-based vulnerabilities exhibit
local clustering properties. This finding suggests that compro-
mised nodes or insider threats need not possess global network



knowledge to conduct effective inference attacks, significantly
lowering barriers for practical exploitation.

External adversaries with statistical topology knowledge
demonstrate that aggregate structural properties suffice for cer-
tain attack vectors while constraining others. The maintenance
of high effectiveness for communication pattern attacks under
statistical knowledge scenarios reveals that detailed topological
information provides diminishing returns for certain inference
techniques.

Most critically, organizational knowledge scenarios expose
concerning vulnerability patterns where institutional rela-
tionship information enables capabilities exceeding complete
topology knowledge for specific tasks. This counterintuitive
finding reflects the fundamental difference between syntactic
and semantic knowledge. Complete topology knowledge pro-
vides syntactic information about network connections, while
organizational knowledge provides semantic understanding
of why those connections exist and what they represent.
Adversaries with organizational context can leverage domain
expertise to identify which structural patterns are meaningful
for their inference goals, effectively filtering noise from signal
in ways that pure topological analysis cannot achieve.

D. Scalability and Universal Vulnerability Characteristics

Attack effectiveness across network scales challenges fun-
damental assumptions about privacy protection in large-scale
distributed systems. Traditional security models assume that
increasing participant numbers provide inherent privacy pro-
tection through dilution effects, where individual contributions
become less significant as system size grows.

Our synthetic simulation framework demonstrates that
topology-based vulnerabilities maintain effectiveness well
above security thresholds across enterprise scales despite
modest degradation with network size. Enterprise-scale de-
ployments may actually amplify these vulnerabilities through
increased organizational complexity, where large-scale federa-
tions exhibit more pronounced hierarchical structures, depart-
mental clustering, and geographic constraints that strengthen
correlations between network position and data characteristics.

The domain-agnostic nature of these vulnerabilities is
demonstrated through equivalent attack patterns across medi-
cal imaging and digit classification datasets. This universality
occurs because topology-based attacks exploit fundamental
properties of distributed learning systems—structural and be-
havioral patterns inherent to federated coordination—rather
than data content characteristics. The persistence of vulnera-
bilities under strong subsampling constraints combined with
differential privacy guarantees reveals that current privacy
amplification techniques provide insufficient protection against
structural inference.

These findings reveal that topology-based vulnerabilities
represent a fundamental limitation of collaborative learning
rather than implementation-specific weaknesses. Addressing
these vulnerabilities requires architectural innovations that fun-
damentally reconsider the relationship between coordination
requirements and privacy preservation in distributed machine
learning systems.

VII. TOWARD TOPOLOGY-AWARE DEFENSE MECHANISMS

The systematic identification of topology-based vulnerabil-
ities necessitates fundamental advances in privacy protection
that address structural information leakage. We propose struc-
tural noise injection as a complementary defense mechanism
and provide comprehensive empirical validation demonstrating
significant effectiveness when properly layered with existing
privacy techniques. Our evaluation across 808 experimental
configurations reveals that privacy leakage can be substan-
tially mitigated through defense-in-depth approaches combin-
ing structural noise with differential privacy and subsampling
mechanisms.

A. Structural Noise Injection: Theoretical Foundation

Structural noise injection operates by adding calibrated
perturbations to the three identified information leakage chan-
nels: communication patterns, parameter timing, and parame-
ter magnitudes. The defense targets observable metadata that
enables topology-based inference while attempting to preserve
federated learning functionality, though each mechanism intro-
duces distinct utility trade-offs.

1) Communication Pattern Protection: Communication
pattern attacks exploit the frequency and timing of message
exchanges between participants. To disrupt these patterns, we
inject dummy communications following a Poisson process
with rate Agqummy = @ - Aral, Where Ay represents the true
communication rate and « € [0.1,0.3] provides the noise
injection rate.

The dummy messages maintain identical metadata charac-
teristics (size, routing, encryption) as legitimate communica-
tions but carry no meaningful content. This approach increases
the entropy of observable communication patterns:

Hopserved = Hreal + Hdummy - I(real, dummY) (10)

where I (real, dummy) = 0 due to the independence of dummy
message generation.

This mechanism introduces communication overhead pro-
portional to «, increasing network traffic by 10-30% while
potentially disrupting adaptive communication protocols that
rely on organic message timing patterns for convergence
optimization.

2) Parameter Timing Protection: Timing-based inference
exploits correlations between parameter update timing and
convergence behavior. We add Gaussian noise to communi-
cation timestamps: fobserved = treal + € Where ¢, ~ N(0, 07)
and o, = - Var(t,ea) with 8 € [0.05,0.3].

While this preserves approximate ordering for basic con-
vergence detection, excessive timing perturbation can disrupt
synchronization mechanisms and adaptive learning rate sched-
ules that depend on precise temporal coordination, potentially
degrading convergence efficiency in time-sensitive federated
learning protocols.

3) Parameter Magnitude Protection: Parameter magnitude
attacks exploit systematic differences in update magnitudes
across participants. We apply multiplicative noise to parameter
norms: ||fobserved||2 = ||Oreat||2- (1+€m) Where €, ~ N(0,02))
and o, € [0.05,0.3].
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TABLE V
DEFENSE CONFIGURATION EFFECTIVENESS AGAINST TOPOLOGY-BASED
ATTACKS

Defense Configuration Max Reduction

Additional Reduction Beyond Baseline

DP + Structural Noise 12.5%
Subsampling + DP + Structural Noise 40.9%
Best Combined Defense
Communication Pattern 34.0%
Parameter Magnitude 14.1%
Topology Structure 51.4%

DP = Differential Privacy; percentages show additional
reduction beyond baseline attack success rates.

This approach is functionally similar to differential privacy
noise injection but applied specifically to parameter norms
rather than raw gradients. The multiplicative formulation pre-
serves relative magnitude relationships better than additive
noise but still introduces systematic bias in aggregation mech-
anisms that rely on precise parameter weighting.

B. Comprehensive Empirical Validation

Our evaluation demonstrates that structural noise injection
provides substantial additional protection when properly inte-
grated with existing privacy mechanisms.

Figure [7] illustrates the progressive enhancement of privacy
protection through layered defense mechanisms. While differ-
ential privacy and subsampling provide foundational protec-
tion, structural noise injection delivers significant additional
attack reduction across all evaluated scenarios.

Table [V] presents comprehensive effectiveness measure-
ments for layered defense configurations, demonstrating sub-
stantial improvements over individual protection mechanisms.
Critically, structural noise injection operates orthogonally to
existing privacy mechanisms, enabling multiplicative rather
than additive privacy benefits when combined with differential
privacy and subsampling.

C. Deployment Configurations and Practical Implementation

Based on comprehensive experimental validation, we pro-
vide evidence-based deployment recommendations for differ-
ent organizational contexts.

High-security deployments requiring maximum privacy pro-
tection should implement strong DP (¢ = 1.0), moderate
subsampling (50% clients, 80% data), and strong structural
noise injection. This configuration achieves 30-37% addi-
tional attack reduction with approximately 15% communica-
tion overhead, regardless of the underlying network topology
imposed by organizational constraints. Balanced production
environments benefit from medium DP (¢ = 4.0), optional
moderate subsampling, and medium structural noise, providing
15-25% additional attack reduction with 10% communication
overhead. Resource-constrained scenarios can achieve mean-
ingful protection through strong structural noise with weak
DP (¢ = 8.0), providing 10-20% additional attack reduction
while maintaining minimal architectural requirements. The
effectiveness of structural noise injection remains consistent
across diverse network configurations, making it suitable for
deployment in FL infrastructures without requiring architec-
tural modifications to accommodate specific topology designs.

D. Future Directions and Comprehensive Protection

While structural noise injection provides substantial im-
provement over undefended baselines, achieving comprehen-
sive topology-based privacy protection requires continued re-
search in several key areas. Enhanced temporal correlation
disruption mechanisms could further improve parameter mag-
nitude attack mitigation, while privacy-preserving network
coordination protocols may enable stronger protection against
sophisticated adversaries with organizational knowledge.

The integration of cryptographic techniques, where compu-
tationally feasible, represents another avenue for enhancing
structural privacy protection. Additionally, adaptive defense
mechanisms that dynamically adjust protection parameters
based on real-time threat assessment could optimize the
privacy-utility trade-off for diverse deployment scenarios.

Most importantly, our evaluation validates that topology-
based vulnerabilities can be practically mitigated through
systematic application of layered defense mechanisms. This
empirical validation of structural noise injection as a comple-
mentary defense mechanism provides the federated learning
community with immediately deployable protection strategies
while establishing the foundation for continued advancement
in topology-aware privacy protection research.

VIII. CONCLUSIONS

Our comprehensive analysis reveals that topology-based
vulnerabilities represent fundamental architectural limitations
in federated learning systems. We show that structural infor-
mation enables powerful data distribution inference attacks
that persist despite state-of-the-art privacy protections and
across enterprise scales and diverse data modalities, demon-
strating universal vulnerability characteristics that transcend
domain-specific protections.



Our empirical validation demonstrates that structural noise
injection provides substantial complementary protection when
properly layered with existing privacy mechanisms. The or-
thogonal nature of structural defenses enables multiplicative
rather than additive privacy benefits, validating defense-in-
depth approaches for topology-aware privacy protection.

These findings demonstrate that fundamental advances in
topology-aware privacy mechanisms are needed to address
critical gaps in current protection paradigms. Privacy ampli-
fication techniques must account for topology-induced corre-
lations between participants rather than treating them as iso-
lated entities, while communication protocols must minimize
observable patterns while maintaining convergence guarantees.

Only through comprehensive topology-aware privacy mech-
anisms addressing both content and structural leakage can fed-
erated learning deliver secure collaborative machine learning
while maintaining the architectural flexibility that drives its
adoption across diverse organizational contexts.
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